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Abstract—It is vital to have an exclusive modification in semiconductor production process because of meeting differentiated customer demands in dynamic and competitive global minuscule semiconductor technology market and the highly complex fabrication process. In this paper, we propose a control system based on the dynamic mixed-effect least-square support vector regression (LS-SVR) control system for overlay error compensation with stochastic metrology delay to minimize the misalignment of the patterning process. Moreover, for the stability of the control system in the presence of metrology delay and to deal with nonlinearity among the overlay factors, the novel Lyapunov-based kernel function is merged with the LS-SVR controller. The proposed controller’s operation has been validated and implemented by a major semiconductor manufacturer in Taiwan. The experiments are verified that mixed-effect LS-SVR controller has the higher validity and higher efficiency in comparison with the exponentially weighted moving average (EWMA) and threaded EWMA controllers which had been previously implemented at the company or applied in similar studies.

Note to Practitioners—Due to high production complexity in semiconductor manufacturing process, a meticulous and intelligent process control is needed to achieve higher throughput and customer satisfaction. Monitoring a complex system is challenging because the process components and variables operate autonomously and interoperate with other manufacturing segments. This paper proposes a novel run-to-run (R2R) control system to compensate the overlay error during the photolithography process that efficiently deals with the high-mixed manufacturing environment and metrology delay.
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SEMICONDUCTOR devices are continuing to shrink in size so that process engineers and researchers are facing these issues daily that how they can adopt a more authentic monitoring system to get rid of receiving intensive out of control errors and enhance the yield [1], [2]. Moreover critically, the lithography process deals with entire new difficulties attached to development in post-lithographic technologies. Consequently, the factory integration team is required to investigate challenges to ensure infrastructure readiness for the lithography process and improve the advanced process control (APC) with the tighter control limits. Therefore, the overlay error of the lithography process is selected for further investigation in this study.

Run-to-run (R2R) control has been extensively adapted to analyze a variety of challenges in the process monitoring of complex semiconductor manufacturing (see [2]–[4]). For more details, one can refer to comprehensive reviews of studies on APC methods (the Kalman filtering technique [5], stochastic sequential optimization [6], artificial neural network [7], and feedforward-feedback learning-based controller [8]).

Misalignment in photolithography process is studied in several papers [9]–[11]. Also, several papers considered mathematical modeling for overlay alignment [12]–[14]. Additional prior reviews of overlay error compensation in photolithography process appeared in [15]–[18]. A research of literature revealed several studies that design a proper APC system for high-mixed semiconductor plant such as threaded exponentially weighted moving average (tEWMA) [19], a combined product and tool disturbance estimator [20], and a cycle forecasting EWMA controller [21].

Due to the need for the provision of rapid feedback to the process control, the lack of real-time metrology data causes extensive limitations in the R2R control. Most semiconductor manufacturing processes suffer from issues caused by metrology delays due to the time needed for measurements, metrology capacity, and the waiting time in the wafer queue between the processing tool and the metrology station [22]. The stability and performance of the process will be affected by the metrology delay. Moreover, since quality measurements perform online, the delay would not be fixed but flows stochastically.
On the other hand, tuning of control parameters quickly and optimally is extensively required to achieve an acceptable control performance for intelligent manufacturing of modern fabs. However, most of the control models cannot update autonomously, as the dynamics of the system vary during online control, and thus it may endure from modeling inaccuracies. A function approximator should minimize the total risk, yet most approximators such as neural networks and polynomial estimators minimize empirical risks. The limited training set compared to the number of free parameters, can cause a high generalized risk of overfitting. By minimizing the empirical risk, in combination with generalized risk, a more efficient approximation technique for reducing the total risk called structural risk minimization (SRM) [23] can be obtained. The SRM technique implements the support vector regression (SVR). Both the optimal control problems and SVR methods are a type of optimization models. Hence, one could try to merge these two formulations.

In this study, we aim to develop the multiple-input single-output (MISO) controller based on least-square SVR (LS-SVR) to minimize the unmeasurable disturbance affected by the stochastic delay from metrology tools to fabrication tools and process noise. The LS-SVR controller [24] has gained popularity due to its promising performance in minimizing the regret function. Several studies have adopted the SVR method for monitoring dynamic multiple nodes process [25].

The contributions of proposed LS-SVR method in this study are: 1) to set up the tuned parameters of the LS-SVR controller for the high-mixed recipe system; 2) to deal with the unmeasurable delay and disturbance during the lithography process; 3) to compensate the misalignment of overlay factors in the high-mixed environment; and 4) to investigate the stability of the system in the presence of stochastic delay and deal with nonlinearity among the overlay factors.

The remainder of this paper is organized as follows: Section II introduces the MISO system framework for overlay factors. Section III presents the recipe-based control system in semiconductor manufacturing with a discussion of properties of random effect LS-SVR controller including the Lyapunov-based polynomial-kernel function. Section IV demonstrates the simulation experiments for a high-mixed plant and analyzes the sensitivity of the proposed LS-SVR controller. Section V includes analysis of manufacturing data. Finally, we conclude this paper in Section VI.

II. FUNDAMENTALS

A. Notation and Terminologies

The notation and terminologies used in this paper are listed as follows.

- \( R_i \): Indicator for recipe \( i \).
- \( u_{ij} \): Input variable for overlay factor \( j \) at run \( t \).
- \( Q_{ij} \): Process output for overlay factor \( j \) at run \( t \).
- \( d_{ij} \): Process disturbance for overlay factor \( j \) at run \( t \).
- \( E_{ij} \): Deviation from the target for overlay factor \( j \) at run \( t \).
- \( z_{ij} \): Random effect for overlay factor \( j \) at run \( t \).
- \( T \): Target of overlay factors.
- \( e_i \): White noise in a process at run \( t \).
- \( \tau \): Process gain (parameter of EWMA/tEWMA controller).
- \( \lambda \): Parameter of EWMA/tEWMA controller.
- \( \alpha \): Fixed discount factor in EWMA/tEWMA controller.
- \( \eta \): LS-SVR online learning parameter.
- \( C(.) \): LS-SVR cost function from optimization.
- \( C \): LS-SVR regularization parameter.
- \( b \): LS-SVR bias term.
- \( \kappa (.,.) \): LS-SVR kernel function.
- \( (\alpha \alpha^{*}) \): LS-SVR support vector.
- \( u_{i(j)} \): Input variable for overlay factor \( j \) with highest \( E_t \) at run \( t \).
- \( Q_{i(j)} \): Process output for overlay factor \( j \) with highest \( E_t \) at run \( t \).
- \( C_{i(j)}(.) \): Cost function for for overlay factor \( j \) with highest \( E_t \) at run \( t \).
- \( R_{emp} \): Empirical risk function of control system.
- \( f, g, h \): Mapping functions in stat-space model.
- \( \delta_i \): Stochastic drift for recipe \( i \) at run \( t \).
- \( M \): Upper bound for total overlay error.
- \( \sigma \): Admissibility parameter.
- \( \eta \): LS-SVR online learning parameter.
- \( \nu \): Lyapunov stability function.
- \( P, P^* \): Lyapunov positive definite symmetric matrices.
- \( \lambda, \gamma \): Parameters of Zero-Inflated Poison (ZIP) distribution.
- \( I \): Identity matrix/vector.
- \( m, n \): Intercept and power parameters for polynomial kernel function.
- \( \mu \): Mean vector.
- \( \Sigma \): Variance covariance matrix.

B. Multiple-Input Single-Output Control System

A system in which multiple inputs are used to govern a single output is called a MISO system. Regards to the communication status among input variables, the MISO system can carry noncollaborative and collaborative control strategies. The noncollaborative control plan is equivalent to a single-input-single-output (SISO) system with a single feedback loop for the most critical input variable [26]. On the other hand, the collaborative system, either in serial or parallel structure [27], benefits from the dynamic status of each plant to improve the performance of monitoring system considering the restrictions of process inputs and individual outputs. This paper designs a customized serial collaborative MISO controller considering overlay factors’ relations and attitudes.
A regular linear ten-factor overlay model used by [17] is contemplated in this paper. Regarding the model in [17], although ten factors were investigated to compensate for the overlay error, the target point for all factors remains the same. Therefore, the MISO model is well suited for our study considering the collaboration and dependency among all overlay variables.

C. MISO Controller for Overlay Factors

Assume an R2R-MISO system where plants are arranged decreasingly based on the deviation of control outputs and the target point of the last run. The procedure of a cascade control system [28] is well used for controlling such dynamic control system where the system can be dynamic as a mix of linear or nonlinear plants. However, the linearity or nonlinearity remains fix at the entire process. Generally, a cascade control system consists of at least two control loops, at least one inner loop and one outer loop for closed-loop system operation. Load disturbance that enforce into the inner loop(s) can prevent before it extends to the whole system (outer loop). Therefore, if the inner loop contains a significant disturbance, the system can react and compensate the disturbance faster before the outer loop run or the whole system will be affected.

Consider Fig. 1, including $N$ input variables, each serial plant $p_j, j = 1, \ldots, N$ at $r$th run, defines the effect of each manipulated variable $u_t$ over the corresponding estimated output ($\hat{Q}_{ij}$). The nonmeasurable disturbance $d_{ij}$ deviates each output variables from their corresponding control plant $p_j$. A set of serial controllers $c_j$ are designed to minimize such deviation. Each $c_j$ is updated based on a lower level measurement output $Q_{ij+1}$, which is corrupted by the noise signal. The level or order of each serial plant and controller is dynamic at $(t+1)$th run according to the error function in (1) at $r$th run, in a way that overlay factors with higher deviations have priority to monitor at the next run

$$E_t = Q_t - I(T + \varepsilon_t)$$

where $I$ is a identity vector.

D. Research Framework for the Proposed R2R-MISO Control System

Algorithm 1 presents the general operational structure of the proposed dynamic monitoring system in this paper. The initial analysis criteria of the presented control system are:
1) optimization analysis; 2) providing the cost and constraints of the optimization problem; 3) the multiple input nodes estimation; and 4) stabilization of the estimated results.

Several other phenomena including the delay of information flowing from the metrology tool to the control plant, and being a bottleneck make severe disturbances. Furthermore, at the bottleneck, multiple recipes are associated with the single machine. This situation can be more complicated when multiple products are manufactured during a specific time, and the production line schedule is a mixed schedule. To arrange this complication, a straightforward mixed system as a guideline for advanced high-mixed fab has investigated.

III. RECIPE-BASED CONTROL SYSTEM FOR SEMICONDUCTOR MANUFACTURING

This section introduces the mixed-recipe control system based on the LS-SVR controller. The nonlinearity among the overlay factors is also considered as another challenging issue. Assume the recipe-based controller based on a mixed-recipe system, with different levels of complexity as shown in Figs. 2–4. Fig. 2 shows a particular case of a mixed-recipe schedule where each recipe is periodically applied to the process after a certain number of runs, $\delta$ (fixed drift). Within a fixed drift recipe schedule system, the subsequent run’s control action is based on the previous run when the same recipe was on that tool. If the recipe schedule is random (stochastic drift, $\delta_r$) (Fig. 3), the subsequent run’s control action is controlled based on the output of the previous run, when the same recipe and drift were on that tool. The system becomes even more complicated with a dynamic schedule and in the presence of other recipes in the system, as shown in Fig. 4.

In this paper, we consider a system with high-mixed recipe schedule with a random drift similar to Fig. 4. The random drift recipe schedule shown in Fig. 4 considers as the random
intercept or random offset into the linear or nonlinear regression model. Therefore, to optimize the performance of the controller, a random effect LS-SVR algorithm has been applied when the polynomial kernel function based on Lyapunov stability condition is employed as a mapping function to enhance the performance of the proposed controller.

A. Review of LS-SVR

The dynamic model proposed in this paper compensates for the majority of process dynamics and noise-based disturbances, such as gain and offsets of multivariate processes [29, 30], the quadratic effects of process variables [31], autocorrelation and deterministic drifting effects [32], stochastic metrology delay [33], and nonstationary disturbances [34]. For these purposes, consider a set of training points \( \{ (x_1, \ldots, x_r) \} \). The model carries out the optimization and identification of the empirical risk of approximation as follows:

\[
\min_{b, \alpha} R_{emp} = \frac{1}{l} \sum_{i=1}^{l} C_i(T + \hat{e}_i, \hat{Q}_i) = \sum_{i=1}^{l} \left[ -\alpha_i + \alpha_i^* \right] \kappa(u_i, u') + \tilde{b} - \sum_{i=1}^{l} \hat{Q}_i (T + \hat{e}_i)^2
\]

where both \( C_i(.) \) and \( \hat{h}(., .) \) are assumed to be twice continuously differentiable. This model structure is intended for modeling a dynamic system with input \( u \in \mathbb{R}^n \) and output \( Q \in \mathbb{R}^n \).

The control objective is designed to provide the control signal, based on the system and an adaptation law, for adjusting control parameters. Therefore, the state vector of the approximator function in the presence of an external disturbance follows the desired trajectory state (Target). The tracking error in (1) converges to zero, where \( \epsilon_i \sim N(0, \sigma^2) \approx 10^{-15} \).

Now, subject to the equality constraint in (2), consider a class of a MISO system in the following form:

\[
x_t = f(x_1, \ldots, x_{r-1}) + g(x_1, \ldots, x_{r-1})u_t + d_{t-1} + Q_t
\]

where unknown \( f \) and \( g \) functions are bounded and no prior knowledge is required for bounding. The state vector of the system can be estimated through the optimization process of the control loop. To have a controllable system for the model mentioned in (3), the following assumptions are considered:

Assumption 1: An external disturbance is required to be bounded by an unknown constant, which is equivalent to \( \lim_{t \to \infty} E (\hat{Q}_t) = T + E(\epsilon_t) = T \).

Assumption 2: It is required \( g(x_1, \ldots, x_{r-1}) \) to be positive, which is equivalent to \( \lim_{t \to \infty} Var (\hat{Q}_t) < \infty \).

In this paper, to optimize the regret function in (2) regarding the state-space model in (3), the LS-SVR is trained to map from the input space to the feature space in the presence of the disturbance \( d_t \). The given kernel function \( \kappa(u_t, u') \) handles the mapping model in the feature space. The linear equation in (4) is called the LS solution of (2) (for details, see [35])

\[
\begin{bmatrix}
\mathbf{0} & \mathbf{I} \\
\mathbf{I} & \mathbf{1} \end{bmatrix} \begin{bmatrix}
\mathbf{0} \\
\kappa(u_t, u') + \frac{1}{C} \end{bmatrix} = \begin{bmatrix}
\mathbf{0} \\
\mathbf{Q} \end{bmatrix}
\]

In the optimal control problem, the aim is to solve the problem (2). To find the optimal control law, one could construct the corresponding approximation function of (3) by using the kernel function as follow

\[
\hat{Q}_t = \sum_{i=1}^{l} (-\alpha_i + \alpha_i^*) \kappa(u_t, u') + \tilde{b} - \sum_{i=1}^{l} \hat{Q}_i (T + \hat{e}_i)^2
\]

is the cost function.

B. Random Effect LS-SVR

Now, consider a set of training points \{(u_{1j} + d_{1j}, T + \epsilon_{1j}), \ldots, (u_{rj} + d_{rj}, T + \epsilon_{rj})\} \}. Based on the theory of best linear unbiased prediction [36], the optimization model in (2) with a random effect for \( j \)th factor is formulated as

\[
\min_{b, \alpha} R_{emp} = \frac{1}{l} \sum_{i=1}^{l} C_i(T + \hat{e}_i, \hat{Q}_{ij})
\]

s.t. \( \hat{Q}_{ij} = \mathbf{h}(\hat{Q}_{i-1,j}, \ldots, \hat{Q}_{i-1,j}, u_{t-1,j}, u_{t-1,j+1}, \ldots, z_{t-1,j}, z_{t-1,j+1}, \ldots, d_{t,j}) \).

(7)

When including the random effects into the LS-SVR model, the single regularization parameter changes into two regularization parameters with one parameter for random error and one parameter for random effect. The random effect parameter vector has \( N(0, \Sigma_{\epsilon_{ij}}) \) and the error vector \( N(0, \Sigma_{C_i}) \) distribution where \( \Sigma_{\epsilon_{ij}} \) and \( \Sigma_{C_i} \) are the covariance matrices and are
known or could be estimated. Hence, the corresponding dual form of (7) represents the model (8) with random effect (see the Appendix)
\[
\begin{bmatrix}
0 \\
I - \sigma C^{-1}z_i\Sigma^{-1}z_j + I - \sigma C^{-1}
\end{bmatrix}
\begin{bmatrix}
0 \\
\alpha - \alpha^*
\end{bmatrix} = \begin{bmatrix} Q \end{bmatrix}.
\]

(8)
The solution for linear model in (8) optimizes the bias \(\hat{b}\) and the support vector \((a_{ij} - a_{i}^*)\). Then, the optimal regression function for the given \(u\) and \(z\) is obtained by
\[
\hat{Q}_t = \sum_{i=1}^{N} \sum_{j=1}^{N} (-a_{ij} + a_{i}^*)\kappa(u_{ij}, u) + \frac{I}{C_1} \sum_{i=1}^{N} \sum_{j=1}^{N} (-a_{ij} + a_{i}^*)\Sigma^{-1}z_j + \hat{b}.
\]

(9)
In the system dynamic model in (3), the input value of the current run \(u_t\) will be updated by (for more details, see [37])
\[
\hat{u}_{ij} = u_{t-1} + \frac{E_{t-1j}}{\sigma\kappa(u_{t-1}, u)} \sum_{i=1}^{N} (-a_{ij} + a_{i}^*)\kappa(u_{ij}, u).
\]

(10)
C. Stability of Random-Effect LS-SVR

The basic idea of stability is that the result of a learning-based system with a full sample should not be very different from the result obtained by removing only one observation. More precisely, for any two subsets of empirical data, the Euclidean distance between the corresponding loss function should be bounded by \(M \geq 0\).

\(\sigma\)-admissibility [38] condition is considered to impose the stability of a robust algorithm through the learning-based cross-validation scenario.

**Definition 1:** \(\sigma\)-admissibility condition, a cost function \(C_t\) is \(\sigma\)-admissible with respect to the output class \(Q\) if it will be differentiable almost everywhere and there exists \(\sigma \in R^+\) such that for any two outputs \(Q'_{ij}, Q''_{ij} \in Q\) and all label information \((T + \varepsilon_i)\)
\[
|C_t(Q'_{ij}, T + \varepsilon_i) - C_t(Q''_{ij}, T + \varepsilon_i)| \leq \sigma |Q'_{ij} - Q''_{ij}|.
\]

(11)
This assumption holds for the quadratic cost functions where the set of output and target values is bounded by \(M \in R^+\) such that \(\forall Q_{ij} \in Q, |Q| < M\) and \(|T + \varepsilon_i| < M\).

The LS-SVR model with quadratic cost function meets \(\sigma\)-admissible condition with \(\sigma = 2\) for any two outputs \(Q'_{ij}, Q''_{ij} \in Q\) [38, Corollary 11.1, p. 255].

D. Nonlinear Lyapunov-Based Kernel Function

Inserting a time delay in a loop of the control system causes a reduction in the performance. Moreover, larger values of time delays change the stability of the system. For a stability analysis of time-delay systems (TDSs), the Lyapunov method [39] is known as the most efficient technique. The following Lyapunov theory is validated for all linear TDSs.

**Definition 2:** Assume the following Lyapunov function of the system in (3)
\[
V_{Lyap}(t) = x^TPx,
\]

(12)
the stability of the linear form of dynamic system in (3) can guarantee if and only if
\[
\forall A \in x = Ax_{t-1} + Bu_{t-1}
\]

(13)
where \(P\) and \(P^*\) are positive symmetric definite matrices and \((\partial / \partial t)V_{Lyap}(t) < 0\). For the feedforward control system, \(P^* = I\) [40].

For the stability condition of a control system, the characterization of kernel functions and matrices is used in the following way.

**Proposition 1** [41]: “Every positive semidefinite and symmetric kernel is a matrix kernel. Conversely, every kernel matrix is symmetric and positive semidefinite.”

Therefore, the linear mapping function of Lyapunov condition in (12) is invertible, and the stability property for the linear time-invariant system in (3) is granted under the Lyapunov function where a positive-definite symmetric matrix \(P\) exists, and
\[
[x, x']_p = P,
\]

(14)
can be considered as the inner product of the system in (3) [42].

Generally, in the lithography process, a linear model is modified to illustrate the performance of the exposure tool. Nevertheless, the wafer surface structure abundantly conceives the real distribution of the overlay error as nonlinear and in the curve shape (e.g., due to the upstream process of the exposure step). To deal with this phenomenon, the Lyapunov kernel mapping function of the LS-SVR can achieve the form of the polynomial kernel function as follows:
\[
P = \kappa(u, u) = (x, x'')_p + m^n
\]

(15)
where \(m = 0\), and \(n\) are estimated through the tuning procedure. Regarding the dynamic model in (3), an additional condition is required for asymptotic stability of a nonlinear system as follows [39, p. 130]:
\[
|f(x_1, \ldots, x_{t-1})|^2 \leq \left[ x_1 \cdots x_{t-1} \right] P \left[ x_1 \right.
\]

(16)

IV. SIMULATION STUDY

The following steps illustrate the performance of the proposed random effect LS-SVR control system in the presence of metrology delay and high-mixed recipe system in a simulation scenario.

**Step 1:** Consider \(R_1, \ldots, R_5\) as five different recipes and \(u_{ji}\), for \(j = 1, \ldots, 10, i = 1, \ldots, 5\) as an input variable for \(j\)th overlay factor and \(i\)th recipe.

**Step 2:** Generate 1000 samples for each recipe and overlay factors from multivariate Normal distribution as
$u_1, \ldots, u_5 \sim $ MVN($\mu$, $\Sigma$) where $\mu_1, \ldots, \mu_5$ are a mean vector of 0, 1, 2, 3, 4 (to represent the effect of impulse shift), respectively, with length 10 and $\Sigma$ is a $10 \times 10$ diagonal matrix with diag \{10, 5, 1, 0.5, 0.1, 0.05, 0.01, 0.005, 0.001, 0.0005\} to represent the effect of disturbance on the system.

Step 3: Set stochastic target value almost surely to zero generated by $T + \epsilon_t \sim N(0, 10^{-15})$.

Step 4: Mix all recipe data randomly to build up a new data set with 5000 instances and ten overlay factors.

Step 5: $z_{ij} = i$ is defined for random effect at $n$th run such that for $j$th overlay factor recipe $i$ is used.

Step 6: Simulate stochastic metrology delay from ZIP($\lambda = 3, \gamma = 0.9$) distribution where a delay happens with the maximum length of 8 at each lot (25 runs).

Step 7: Generate a sequence of 25 dummy data for $T + \epsilon_t' \sim T + \epsilon_t$ for the minimum requirement of the LS-SVR learning algorithm.

Step 8: Maintain five lots of historical data for compensating the overlay error through the learning algorithm.

Step 9: Employ the EWMA and tEWMA controllers as the baseline for the performance comparison. A linear form of EWMA in (17) is assumed for the process output and input estimation at run $t$

$$\hat{Q}_t = a + \tau u_{t-1} + d_t$$

$$u_t = u_{t-1} - \theta E_{t-1}$$

(17)

where the unknown parameters $a$ and $\tau$ can be estimated by the tuning algorithm. Based on the engineers’ domain knowledge, the discount factor sets to $\theta = 0.3$. Similarly, for tEWMA [19], the process input and output represent as follows:

$$\hat{Q}_t = a_t + \tau u_{t-1} + d_t$$

$$u_t = \frac{T - a_t}{\tau}$$

$$a_t = (1 - \theta)a_{t-1} + \theta(\hat{Q}_t - \hat{Q}_{t-1} - a_{t-1})$$

(18)

Step 10: Initiate the tuning algorithm to estimate the best parameter setting of random-effect LS-SVR in (8) with the Lyapunov-based kernel function in (15). The regularization parameters $C_1$ and $C_2$ are modified to the interval [0,10], with a lag of 1, $m$, and $n$ in (15) are confirmed to the intervals [1-11] and [1,10] with a lag of 0.1 and 1, respectively.

Step 11: Adopt the higher first pass rule for R2R-MISO controller in Algorithm 1, in which the input overlay factor with the highest variation from the targeted setpoint enter into the $c_1$ controller, second highest to the $c_2$, and so on. The system reaches the steady-state condition if the root-mean-square error (RMSE) condition in (19) between two control systems exists

$$|c_j(\text{RMSE}) - c_{j-1}(\text{RMSE})| \leq 10^{-15}$$

(19)

where

$$\text{RMSE} = \sqrt{\frac{\sum_{i=1}^{9}(\hat{Q}_t - (T + \epsilon_t))^2}{t}}.$$

Step 12: Initialize the setting of the control system at a current run for each recipe with the setting of the last run when the same recipe was applied to the system.

Step 13: Merge the ten-fold cross-validation learning algorithm to check the optimal setting stability in the LS-SVR controller.

Figs. 5–9 illustrate the comparison of the estimated input and output between the LS-SVR and EWMA and tEWMA controllers. Consequently, the LS-SVR has a more smooth predictive path than both EWMA and tEWMA.

The empirical study is conducted to estimate the validity of the proposed approach. To speed up the analysis of huge empirical data, the most frequent result from simulation experiment has been used as the initial setting for the optimization model. The general kernel function is considered as $P = \frac{1}{\langle x, x' \rangle^p}$.

The empirical data include four recipes connected to the reticle of the scanner. Among ten overlay factors in [17], asymmetric rotation and asymmetric magnification have not
Fig. 5. Simulation result of estimated input and output of ten process variables for random-effect LS-SVR versus EWMA and tEWMA controller from the first recipe ($R_1$) ($S_I$ denotes to LS-SVR input, $S_O$ to LS-SVR output, $E_I$ to EWMA input, $E_O$ to EWMA output, $dE_I$ to tEWMA input, and $dE_O$ to tEWMA output).

Fig. 6. Simulation results for estimated input and output of ten process variables for random-effect LS-SVR versus EWMA and tEWMA controller from the second recipe ($R_2$).

been controlled in this fab. The range (20) and RMSE of empirical data are summarized in Table II.

$$\text{Range} = \max_t \hat{Q}_t - \min_t \hat{Q}_t. \quad (20)$$

In the measurements, 30% of lots received delay from the metrology tools. The maximum length of the delay is calculated as 80 lots, and the average length is estimated as four lots.

The EWMA controller with $\theta = 0.3$ is used for the feedback control in this fab. The target value of each overlay factor and total overlay errors set to zero. According to the result of the simulation study, variables with variations smaller than 0.1 from the target set point are eliminated from the MISO system. Table III summarizes the improvement of range and RMSE for each overlay factor between EWMA and LS-SVR.

The overlay model proposed in [17] is used to approximate the compounded overlay error on the $x$-axis and the $y$-axis. At each run, only the maximum value of measurement error for the $x$-axis and the $y$-axis is considered. The result is summarized in Table IV and shows how the error compensation has improved by using the proposed mixed-effect LS-SVR controller for each recipe. Our results show that the proposed LS-SVR controller has achieved an improvement of a minimum 32% on the indices.
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Fig. 7. Simulation result of estimated input and output of ten process variables for random-effect LS-SVR versus EWMA and tEWMA controller from the third recipe ($R_3$).

Fig. 8. Simulation result of estimated input and output of ten process variables for random-effect LS-SVR versus EWMA and tEWMA controller from the fourth recipe ($R_4$).

<table>
<thead>
<tr>
<th>Overlay Factors</th>
<th>I</th>
<th>II</th>
<th>III</th>
<th>IV</th>
<th>V</th>
</tr>
</thead>
<tbody>
<tr>
<td>RMSE</td>
<td>Range</td>
<td>RMSE</td>
<td>Range</td>
<td>RMSE</td>
<td>Range</td>
</tr>
<tr>
<td>V.1</td>
<td>1% (1%)</td>
<td>1% (1%)</td>
<td>1% (1%)</td>
<td>1% (1%)</td>
<td>1% (1%)</td>
</tr>
<tr>
<td>V.2</td>
<td>4% (2%)</td>
<td>0% (0%)</td>
<td>12% (3%)</td>
<td>0% (0%)</td>
<td>21% (4%)</td>
</tr>
<tr>
<td>V.3</td>
<td>3% (2%)</td>
<td>0% (0%)</td>
<td>4% (2%)</td>
<td>0% (0%)</td>
<td>7% (3%)</td>
</tr>
<tr>
<td>V.4</td>
<td>3% (2%)</td>
<td>0% (0%)</td>
<td>4% (2%)</td>
<td>0% (0%)</td>
<td>7% (3%)</td>
</tr>
<tr>
<td>V.5</td>
<td>3% (2%)</td>
<td>0% (0%)</td>
<td>3% (2%)</td>
<td>0% (0%)</td>
<td>7% (3%)</td>
</tr>
<tr>
<td>V.6</td>
<td>3% (2%)</td>
<td>0% (0%)</td>
<td>3% (2%)</td>
<td>0% (0%)</td>
<td>7% (3%)</td>
</tr>
<tr>
<td>V.7</td>
<td>3% (2%)</td>
<td>0% (0%)</td>
<td>3% (2%)</td>
<td>0% (0%)</td>
<td>7% (3%)</td>
</tr>
<tr>
<td>V.8</td>
<td>3% (2%)</td>
<td>0% (0%)</td>
<td>3% (2%)</td>
<td>0% (0%)</td>
<td>7% (3%)</td>
</tr>
<tr>
<td>V.9</td>
<td>3% (2%)</td>
<td>0% (0%)</td>
<td>3% (2%)</td>
<td>0% (0%)</td>
<td>7% (2%)</td>
</tr>
<tr>
<td>V.10</td>
<td>1% (1%)</td>
<td>0% (0%)</td>
<td>1% (1%)</td>
<td>0% (0%)</td>
<td>3% (1%)</td>
</tr>
</tbody>
</table>

VI. CONCLUSION

This paper developed an accurate, high efficient optimization technique for overlay error minimization during the high-mixed photolithography process validated by simulation analysis and an empirical study. Further study can be done as the basis for productivity improvements in digital communications and industrial transformation [43]. The proposed
mixed-effect LS-SVR controller with a self-tuning algorithm combined with polynomial Lyapunov-based kernel function has shown its robust capability to compensate the overlay errors. The assumed Lyapunov condition composes a stable controller to deal with the lack of process information caused by the metrology delay.

The LS-SVR algorithm may take a long time for tuning the input parameters \( m, n, C_1 \) and \( C_2 \) to converge to the

---

**TABLE II**

**SUMMARY OF EMPIRICAL DATA**

<table>
<thead>
<tr>
<th>Overlay Factors</th>
<th>A (154)</th>
<th>B (25)</th>
<th>C (3)</th>
<th>D (2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Water rotation</td>
<td>7.02</td>
<td>6.81</td>
<td>7.32</td>
<td>6.47</td>
</tr>
<tr>
<td>Non-orthogonality</td>
<td>2.79</td>
<td>33.42</td>
<td>2.49</td>
<td>16.41</td>
</tr>
<tr>
<td>Scaling along the X axis</td>
<td>6.71</td>
<td>5.92</td>
<td>6.91</td>
<td>6.45</td>
</tr>
<tr>
<td>Scaling along the Y axis</td>
<td>7.01</td>
<td>6.25</td>
<td>7.45</td>
<td>6.97</td>
</tr>
<tr>
<td>Translation along the X axis</td>
<td>7.89</td>
<td>54.6</td>
<td>7.7</td>
<td>41.5</td>
</tr>
<tr>
<td>Translation along the Y axis</td>
<td>3.77</td>
<td>74</td>
<td>8</td>
<td>48.8</td>
</tr>
<tr>
<td>Reticle rotation</td>
<td>3.23</td>
<td>30.04</td>
<td>3</td>
<td>19.7</td>
</tr>
<tr>
<td>Isotropic magnification</td>
<td>2.98</td>
<td>35.7</td>
<td>2.66</td>
<td>19.05</td>
</tr>
</tbody>
</table>

**TABLE III**

**RANGE AND RMSE IMPROVEMENT**

<table>
<thead>
<tr>
<th>Overlay Factors</th>
<th>A (154)</th>
<th>B (25)</th>
<th>C (3)</th>
<th>D (2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Water rotation</td>
<td>92%</td>
<td>84%</td>
<td>100%</td>
<td>90%</td>
</tr>
<tr>
<td>Non-orthogonality</td>
<td>51%</td>
<td>90%</td>
<td>64%</td>
<td>59%</td>
</tr>
<tr>
<td>Scaling along the X axis</td>
<td>54%</td>
<td>53%</td>
<td>52%</td>
<td>71%</td>
</tr>
<tr>
<td>Scaling along the Y axis</td>
<td>54%</td>
<td>65%</td>
<td>56%</td>
<td>61%</td>
</tr>
<tr>
<td>Translation along the X axis</td>
<td>57%</td>
<td>49%</td>
<td>39%</td>
<td>46%</td>
</tr>
<tr>
<td>Translation along the Y axis</td>
<td>57%</td>
<td>60%</td>
<td>46%</td>
<td>49%</td>
</tr>
<tr>
<td>Reticle rotation</td>
<td>43%</td>
<td>60%</td>
<td>102%</td>
<td>77%</td>
</tr>
<tr>
<td>Isotropic magnification</td>
<td>29%</td>
<td>49%</td>
<td>25%</td>
<td>45%</td>
</tr>
</tbody>
</table>

**TABLE IV**

**IMPROVEMENT FOR OVERLAY ERROR ON X-AXIS AND Y-AXIS**

<table>
<thead>
<tr>
<th>Overlay Factors</th>
<th>A (154)</th>
<th>B (25)</th>
<th>C (3)</th>
<th>D (2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>X-axis</td>
<td>11%</td>
<td>8%</td>
<td>-8%</td>
<td>0%</td>
</tr>
<tr>
<td>Y-axis</td>
<td>17%</td>
<td>23%</td>
<td>16%</td>
<td>21%</td>
</tr>
</tbody>
</table>
best parameter setting. In particular, there are two sensitive parameters \((C_1, \text{ and } C_2, \text{ the regularization parameters})\) that should be estimated. For evaluating the robustness of the proposed model, three mixed-effect LS-SVR controllers with the polynomial Lyapunov-based kernel, a simple polynomial kernel, and simple linear kernel functions have been compared.

The result of the simulation study shows that both the polynomial kernel and the Lyapunov stability function enhance the performance of the proposed control system.

To validate the proposed approach, the empirically collected data from a leading semiconductor fab in Taiwan have been used to validate the proposed LS-SVR controller.

In comparison to the EWMA or tEWMA, the LS-SVR method is enforced via the historical data for enhancing the learning process algorithm, such that more training information will be affected positively by the performance of the control system. In this study, the information of at least last five lots is used as the training data. The mixed-recipe process may be directly applicable to the mixed-product process, and with a few adjustments is relevant to the mixed-tool process.

Future research can be done to enhance the proposed approach to deal with the effects owing to multilayer lithography process by considering an additional random effect in each layer. Also, more studies can be done to extend the proposed approach for similar issues in other semiconductor manufacturing processes such as dry-etching (DE) and chemical-mechanical polishing (CMP). Furthermore, the proposed approach can be employed for high-mixed production in similar industries such as TFT-LCD, and solar cell. In addition, due to the complexity and emergence in process control of semiconductor industry, the application of other learning-based optimization models [44] can be an interesting topic in this field.

APPENDIX

Regards to the model with random-effects, the optimization problem for LS-SVR can be equivalently written as

\[
\begin{align*}
\min_{w, C_1, b, \beta_i, \alpha, \alpha^*} & \quad \frac{1}{2} \| w \|^2 + \frac{C_1}{2} \sum_{l=1}^{t} \beta_i \Sigma_{\epsilon_{lj}}^{-1} \beta_i \\
\text{s.t.} & \quad w \phi(u_l) + \beta_i \epsilon_{lj} + C_1 + b = T + \epsilon_{lj} \quad \forall l = 1, \ldots, t.
\end{align*}
\]

This is a convex quadratic program with affine constraints. (22) is introducing the corresponding Lagrangian function

\[
L(w, C_1, b, \beta_i; \alpha, \alpha^*) = \frac{1}{2} \| w \|^2 + \frac{C_1}{2} \sum_{l=1}^{t} \beta_i \Sigma_{\epsilon_{lj}}^{-1} \beta_i + \frac{C_2}{2} \sum_{l=1}^{t} C_i \Sigma_{\epsilon_{lj}}^{-1} C_i \\
- \sum_{l=1}^{t} \alpha_l (T + \epsilon_l - w \phi(u_l) - \beta_i \epsilon_{lj} - b - C_l) \\
- \sum_{l=1}^{t} \alpha^*_l (T + \epsilon_l - w \phi(u_l) - \beta_i \epsilon_{lj} - b - C_l).
\]

The Karush–Kuhn–Tucker (KKT) optimization conditions for a solution can be achieved by partially differentiating concerning \(w, C_1, b, \beta_i, \alpha, \text{ and } \alpha^*\)

\[
\begin{align*}
\frac{\partial L}{\partial w} &= 0 \rightarrow w = \sum_{l=1}^{t} (a_l - a^*_l) \phi(u_l) \\
\frac{\partial L}{\partial b} &= 0 \rightarrow \sum_{l=1}^{t} (a_l - a^*_l) = 0 \\
\frac{\partial L}{\partial C_i} &= 0 \rightarrow C_2 \Sigma_{\epsilon_{lj}}^{-1} C_i - (a_l - a^*_l) = 0 \\
\frac{\partial L}{\partial \alpha_l} &= 0 \rightarrow \sum_{l=1}^{t} (T + \epsilon_l - w \phi(u_l) - \beta_i \epsilon_{lj} - b - C_l) = 0 \\
\frac{\partial L}{\partial \alpha^*_l} &= 0 \rightarrow \sum_{l=1}^{t} (T + \epsilon_l - w \phi(u_l) - \beta_i \epsilon_{lj} - b - C_l) = 0 \\
\frac{\partial L}{\partial \beta_i} &= 0 \rightarrow C_1 \Sigma_{\epsilon_{lj}}^{-1} \beta_i - \alpha_i \epsilon_{lj} = 0
\end{align*}
\]

which leads to the following equivalent dual problem regarding the kernel matrix \(\kappa(u_l, u) = \phi(u_l) \phi^T(u_l)\)

\[
0 = \begin{bmatrix} I & \kappa(u_l, u) + \frac{1}{C_1} z_{lj} \Sigma_{\epsilon_{lj}}^{-1} z_{lj} + \frac{1}{C_2} \Sigma_{\epsilon_{lj}}^{-1} C_i \end{bmatrix} \begin{bmatrix} 0 \ 0 \ \delta \ \alpha - \alpha^* \end{bmatrix} = \begin{bmatrix} 0 \ Q \end{bmatrix}.
\]
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